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AXIOMAS DE KOLMOGOROV NIVEL 1
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[ Un axioma es una declaracion matematica que se toma como cierta. En probabilidad se usan los de |
\ Kolmogorov, los cuales plantean tres condiciones que deben cumplir las probabilidades de los eventos.
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Estos son:
@® Cualquier suceso o evento tiene e g
probabilidad mayor o igual a O. ® La probabilidad del espacio muestral es 1.
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PCULAD =P(A)+P(A) + .. +P(A) =3 P(AL)

@ La probabilidad de eventos mutuamente excluyentes es la suma de las probabilidades.
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De los axiomas anteriores se derivan los siguientes casos, o teoremas:

@ La probabilidad de un suceso imposible de ocurrir es O.

P(2)=0 )

@® La probabilidad del resto de los sucesos
es 1 menos la probabilidad del suceso en estudio.

( P(A°) =1-PCA)

@ La probabilidad de algliin evento puede estar entre O y 1.

O <PCA <17
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@® Si un suceso A estd contenido en un suceso B,
entonces la probabilidad del suceso A es menor o
igual a la probabilidad del suceso B.

( PCA) < P(B)
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@ La probabilidad de la unién de dos sucesos en un
mismo espacio muestral es la suma de la probabilidad
de los dos eventos menos la interseccién de ambos.

P(AUB)=P(A) +P(B)-P(ANB) )

Generalizando el teorema anterior, para k eventos, J/
aplica la siguiente formula: o

P(AUALU ... UA) = ZP( D - ZP( D+ 3 PCANANA+ ..+ (1) P(ANA, .. NAL)

i<j=2 i<j<r=3

En ocasiones necesitaras p ~ rer
en el experimento que estés estudlando para faC|I|tar tus calculos |





